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We systematically study the Learning Using Privileged Information 
(LUPI) problem in action detection and classification in which 
privileged modalities are only available
● In the source domain (but not target)
● During training (but not testing)
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We propose the Graph Distillation method, 
which learns a dynamic distillation across 
multiple modalities based on
● Example-specific information
● Modality-specific prior
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In many real-world applications, only limited training data and partially 
observed modalities are available.

Limited 
Data

Limited 
Modalities

Rare Events Expensive Annotation Privacy ConcernsReal-Time Applications
...

...

...

● Transfer learning does not take advantage of the extra modalities 
potentially available in the source domain.

● Multimodal learning focuses on a single domain or task and does not 
handle the modality discrepancy between training and testing.

● Existing LUPI and knowledge distillation approaches prespecify 
distillation directions and are suboptimal on multiple modalities.
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Transfer Learning: RGB and Flow are not transferred

Multimodal Learning: Requires Skeleton at test time
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Code available at
http://alan.vision/eccv18_graph/
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Action Classification on NTU RGB+D
(a) Falling (b) Brushing teeth

Efficacy of Privileged Information

Comparison with Baseline Methods Efficacy of Distillation Graph

(mini-PKU / D)

(mini-NTU / RGB)


